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INTRODUCTION

This report summarizes the research performed under Contract No.:
N@0@14-83-C-0537 to the Office of Naval Research, entitled "Human
Factors in Rule-Based Systems." The period of performance of this
effort was August 15, 1985, to September 30, 1985. As indicated in
the original proposal, this research effort was oriented toward
supporting two long-term interrelated goals (1) to advance a general
theory of the cognitive psychology of wuser interactions with
rule-based systems and (2) to recommmend, based on the general thoery,
design principles for the user engineering of expert systems. A

general discussion of the work performed during this effort, and the

results therefrom, is presented below.




BACKGROUND AND PROBLEM SELECTION

g

Most military applications of expert system technology involve
§ building expert systems that are, from a psychological person/machine
S

interface perspective, very different from traditional systems, such

g - 3

as PROSPECTOR and MYCIN, that were developed in laboratory settings.

In particular, as documented in Lehner (1984), most military

v,

applications of expert system technology differ from the traditional

systems in that:

=il

(1) The traditional systems addressed problem domains with
- a well-established, well-documented, and static knowledge
ﬁ, base. Military applications tend to involve ill-specified

knowledge bases, where human experts differ considerably in
-~ their opinions.

-
L 4

(2) In the traditional systems, it was sufficient to model
the system after one good human expert. In many military
applications, the system must somehow merge the expertise of
d multiple human experts with the differing areas of
expertise.

'jﬁ (3) In the traditional systems, the assumed user community
b was not very diverse. Users of medical diagnosis programs
- were likely to have some type of medical degree (M.D., R.N.,
i etc.). Users of systems such as PROSPECTOR were assumed to
be people with a significant background in geology. In many
military applications, on the other hand, the level and type

? of experience and training of users will vary considerably.
oo

(4) Finally, the traditional systems were stand alone. The
= user entered all problem specific data. As a result, it
n could be assumed that users were already familiar with all

data available to solving the problem at hand. Many
.. military applications, on the other hand, require that the
.. expert system be embedded within a 1larger 'background'
system. As a result, it must be assumed that users will not
be, a priori, familiar with the specifics of the problem

,% being addressed. Indeed, the user may not even know a |
) ! problem exists until the expert system has already analyzed |
{ data, obtained from the background system, and generated its

" conclusions and recommendations.

Given (1) through (4) above, it seemed reasonable to characterize

v
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the general user/expert system setting as a situation where two expert

problem solvers are trying to cooperatively solve a common decision

ﬁ problem despite the fact that these two experts may use different
2, decision processes, heuristics and data to solve the common problem.
.-l
T

For users of military expert systems, these differences will often be
n very pronounced. This is not a very encouraging setting, particularly
if one accepts the conventional wisdom on user/expert system
. interaction that says the more an expert system mimics a user's
! problem solving style and heuristics, the better user/system

cooperative problem solving performance will be. Indeed, systems that

"i are inconsistent with the user's approach tend to be flatly rejected
; by users (Clancey, 1984),.

]L The problem we selected to address was to discover the
conditions wunder which user/expert system performance would remain
ﬁ high despite significant differences between the approaches of the two
:{ problem solvers. This naturally leads to the more general research
) issue of discovering, 1in general, what the primary drivers were of
i effective user/expert system interaction. Furthermore, we wanted to
i focus on mediating variables that could easily generalize to any
& user/machine environment that involved an ‘'intelligent' machine.
ﬁ Finally, our professional interests 1lead us to focus on cognitive
issues rather than on perceptual/display design issues. In addition,
2 it was felt that if one could satisfactorally address the cognitive
- issues, then it should be possible to derive a number of specific
-

- implications for display design.

,: Given the above orientation, the next gquestion then became one of
" identifying the cognitive dimensions that need to be considered. A

“

o

: ;

el B
L, LSRR ITRY -' qu L '.. *'. e .*.-’. 7 -~ 4‘. -'_ -’, > .“{'
» ). \ ..
¥ mmm A_'tj.. A..;.A.(.&.\L{LS.-.H_. RO {-_Ek._(_‘n\‘_l.}x_ A A A A ]




Mk v BT s

SOl us

~

AT

“e

| A

oy o = U
L ¢

literature review suggested two basic dimensions

(1) human cognitions about the problem domain, and

(2) human cognitions about the machine's cognitions about
the problem domain.

This lead us to postulate that two of the key drivers of the nature of

a user/expert system interactions would to a significant extent be

(1) the degree to which the person's and machine's
cognitions about a problem overlapped (the
cognitive consistency dimension), and

(2) how well the user understood the machine's
cognitions about a problem domain even when they
differed significantly from the user's
(the mental model dimension).

It was further postulated that if the user had a good mental model of
how the machine goes about solving the problem, the user should still
be able to effectively interact with the machine even if the machine
solves the problem in a manner different than the user.

O0f course, the value of interacting with the machine will depend
on exactly how the user and machine's cognitions about a problem
differ. If the person and machine come up with different conclusions,
and the machine has access to relevant data the user didn't know
about, then interacting with the machine to retrievelthat data is
clearly very valuable. On the other hand, if the person and machine
generated different conclusions because the person and machine used
different heuristics, but the same data, then the va'ue of being able
to ‘'trace' the machines 1logic will depend on how well the user can
incorporate the machine's <cognitions 1into his or her own reasoning
about the problem. The experiments discussed below address these

issues
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SUMMARY OF EXPERIMENTS PERFORMED

_ A

o
o
£

The experiments performed under this project [see Lehner et al.,

Ean

(1984); Lehner & 2Zirk, (1985); Hall, (1985)] were oriented toward

.‘

testing the general hypothesis that a good mental model of an expert

-

G R o

system's cognitions would lead to good user/expert system performance

€

§4 $: even when the wuser had very different cognitions than the expert

:. - system 1in solving the problem. Furthermore, it was hypothesized that
' 1

:i > when the user did not have a good mental model of the expert system's

lﬁt g} processing, the conventional wisdom, suggesting that performance
‘t improves as the overlap between the person's and machine's c:..gnitions

=

gj E increase, would hold true.

:; . The traditional procedure for the first three experiments used a

; | -! generic expert system development package (PAR's ERS software) that is

t; ;ﬁ similar in many respects to tHhe <classicail F"0SPECTOR system. In

particular, the wuser interface of this .v: =+ is fairly typical of

N
L)

J [: systems such as PROSPECTOR. Using t* . expert system development
Q..‘

Py x, package, a small rule base was built for selecting from among
8

B . -“_‘l

QO alternative stocks wunder various stock market <conditions. 1In all

!

three experiments subjects were split into two different types of

==
Dy

¢2 decision processes (based on the procedures they were taught for
)’ hdx)

3 .

IS0, solving the problem manually): a goal-driven process that was similar
!E. -

- to the stock market expert system's, and a data driven process that
“. 4

I{ ~ was very different than the stock market expert system's procedures.
i

L . .

' Both processes, if properly applied, generated the same answers. In
A I‘tq

!l ' addition, a 'good mental model' and a 'poor mental model' condition
4.

.4 -
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was created. The good mental model students were given two pages of
typed text (double spaced) that explained that the expert system used
rules, and that these rules could be conceptually organized into
inference networks. In the poor wmental model condition subjects
received only a short general descriptions as to now the expert system
solved a stock market decision problem.

In experiment 1, both the subject and expert system had
isomorphic decision rules (i.e., they would come up with the same
answers), but there was inconsistency in the data sets. The expert
system had access to data the subjects did not initially have, while
the data the subjects did have was somewhat more accurate than the
expert system's., Under this condition, subjects needed to interact
with the expert system to get all relevant data, but the expert system
did not necessarily generate the correct answers.

The primary results for experiment 1 are shown below. The cell
values indicate the percent of problems users answered correctly.

User's
Decision Process

Consistent with Inconsistent with
expert system expert system
Quality Good 58% 83%
of User's
Mental Model Poor 50% 25%

Clearly, when the subjects and the expert system used similar decision
processes, mental model had 1little impact. On the other hand, when
the subjects and expert system employed different decision processes,

the impact of a mental model was dramatic.

o Analyzing the results of the first experiment, we concluded two
Co. things: (1) the data-driven procedure was easier for subjects to
L
.
y E 10
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employ manually than the goal driven procedu.., and (2) “th primary
diiver of the 83%-25% difference between the good and poor mental
model subjects under the process inconsistent condition was that
subjects with the good mental model condition were able to effectively
manipulate the expert system to gain access to the missing data while
the poor mental model subjects often failed to extract the missing
data 1in time to solve the problem. The poor mental model subjects did
not need to 'manipulate' the expert system to obtain necessary data.
Experiment 2 empirically tested (2) above. 1In this experiment
the good mental model/inconsistent and poor mental model/inconsistent
conditions were replicated with the single exception that subjects in
the latter condition had an additional command that would give them an
immediate display of all the relevant data the machine had available.
The primary result is shown below.
_ pser's
Decision Processes
Inconsistent
Wwith expert system

Quality Good 78%
of User's

Mental Model Poor 69%

We felt our hypothesis was supported.

Summarizing these two experiments, it appears that a having a
good mental model allowed users to be effective operators of the
expert system even when the wuser and expert system employed
inconsistent decision processes. As a result, subjects with a good
mental model were able to access necessary data, while subjects with a

poor mental model often failed to do so. It should be noted however

11
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that in these experiments subjects had little need to actually trace
the expert system's reasoning to get assistance, they simply needed to
find a sequence of commands that would get them to the missing data.
Consequently, it was not clear the extent to which a good mental model
helped subjects actually understand how the system generated a
recommendation.

Experiment 3 addressed this latter issue. In particular, we
wanted to see the extent to which a good mental model helped subjects
to 1isolate ‘errors' in an expert system rule set. In this experiment
the four cells 1in experiment 1 were replicated with the following
changes:

(1) both the subject and expert system had the same data,

(2) some of the parameter values in the rules were modified,
leading to erroneous conclusions,

(3) for each problem, subjects were given the correct answer
based on the manual procedures they were taught to use, and

(4) the subjects task was to find the erroneous parameter
value(s) and rule(s) in the expert system.

The results of this experiment are shown below. Cell values
indicate percent of problems where subjects isolated the erroneous
rules

User's
Decision Process

Quality of Consistent with Inconsistent
User's Mental Model expert system with expert system
Good 68% 65%
Poor 45% 30%

As with experiment 1, cognitive consistency had a positive impact
only when subjects had a poor mental model.

Finally, in an attempt to generalize the results of the above

12
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experiments, a fourth experiment was performed using a 'real world',
complex expert system, rather than the artificial stock market problem
used in the previous experiments. Specifically, the Stanford
University MYCIN system was used as the testbed. Subjects (third- and
fburth-year medical students) were given a summary MYCIN
recommendation for an individual test <case, and were required to
exercise MYCIN to determine exactly how it generated its
recommendation. (See Hall, 1985, for details.) In this experiment,
the subjects were either in a poor mental model or good mental model
condition, using essentially the same manipulation of mental model
used 1in the previous experiments. The primary dependent variable was
the number of individual MYCIN rules that subjects examined before
finding the specific, high-level rule that resulted in the MYCIN
recommendation.

Preliminary results for this experiment are shown on the
following page. Unfortunately, because of limited subject
availability, only three subjects per group were run by project
termination. Even with only six subjects however, a t-test comparison
of the two groups was 'significant' at the .1l level (one-tailed test).

We expect to collect some acdditional data in the near future.

DISCUSSION AND CONCLUSION
The basic conclusions for these experiments appears to be that in

a cooperative human/intelligent machine problem solving setting, where

the human and machine employ different problem solving procedures, it

13
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,b is generally essential that the user have an accurate model of how
that machine operates. Even for relatively simple decision problems,
such as the one used in these experiments, a poor mental model leads

to anywhere from a 30% to 60% drop in performance. For military

.\‘
. expert system applications the need for a good mental model may be
s particularly important. As previously noted, users of military expert

systems are 1likely to be significantly inconsistent from the expert

RIS

system in both the problem specific data they are initially aware of

Y

and the domain specific heuristics utilized in problem solving. The

user/expert interface system interaction 1in these systems is a

situation that naturally reflects a great deal of cognitive

e

inconsistency. As a result, creating an accurate mental model may be

an essential ingredient for the successful transfer of military expert %

2

I’ systems to operational use. 3
I’ V)
. o
- Regarding the completeness o0f the above research, it should be 4
. 4
.j recognized that these experiments operationalized cognitive ﬂ
' /

consistency as the match between the user's and the expert system's

procedures. Other dimensions of <cognitive consistency need to be

examined. Furthermore, a node description command was the only type

N

of explanation a user could receive in this study. This was chosen

primarily because of the imposed time constraint and the nature of the

task setting. Other explanation capabilities should be examined,

including a rule-trace or presentation of the sytem's intermediate

hypotheses.
X
o Finally, it should be noted that the mental model manipulation
b was unitary. No attempt was made to separately test possible
components of a mental model. Experimental materials were prepared
T
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for Experiment 4 that decomposed mental model into several,
independently manipulatible parts. However, limited subject
availability made it impossible to have more than one good mental
model condition. In defense of our unitary mental model manipulation,
however, it should also be noted that despite a considerable amount of
interest in the «concept of mental and cognitive models, empirical
research has not demonstrated the generality of the impact of the
mental model on user/machine interaction (Rouse, 1985). As a result,
we feel that the key contribution of the research discussed above has
been to empirically establish 'mental model' as a key driver in the

specific context of user/expert system interaction.
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Report No. 85-109, PAR Technology Corporation McLean, Virginia.
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~§ Lehner, P.E. and Zirk, D. (1985). "Cognitive Factors in User/Expert
| System Interaction." Submitted to Human Factors.
~ Lehner, P.E. (1985). "Man/Machine Interface Issues in the Application
N of Expert System Technology to Tactical Fusion/Correlation.,"

Proceedings of the AFCEA symposium on Artificial Intelligence in
Tactical Fusion.
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§ PRESENTATIONS 0
By

Lehner, P.E. (1984). "“Issues in the Application of Expert System g5
Technology to the Intelligence Interface Problem." Invited N
presentation at the Artificial Intelligence in Human Factors !
Symposium, University of Maryland. E

Yy

ot

Rook, F.W. and Lehner, P.E. (1984). "On the Cognitive Psychology R
of Cooperative Problem Solving with Intelligent Machines." #ﬁ

Invited presentation at the Artificial Intelligence in
Human Factors Symposium, University of Maryland.

Lehner, P.E., (1983). "Human Factors in Rule-Based Systems." § 
Invited Presentation at the Decision Aids in Command and
Control Conference, Griffiss AFB, New York.
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OFF1CE OF NAVAL
Fngineering Psychology Program

QsD

CAPT Paul R. Chatelier

Office of the Dcputy Under Secretary
of Defense

OUSDRE (E&L.S)

Pentagon, Room 3D129

Washington, D. C. 2030}

Dr. Dennis Leedom

Office of the Depugy Under Secretary
of Defense (C71)

Pentagon

Washington, D. C. 2030l

. -
Depg;}g@p}_fg;}he Navy

Engineering Psychology Group
Office of Naval Research
Code 442EP

800 N. Quincy St.

Arlington, VA 22217 (3 cys.)

Aviation & Aerospace Technology
Programs

Code 210

Office of Naval Research

800 North Quincy Street

Arlington, VA 22217

CDR. Paul E. Girard

Code 252

Office of Naval Research
800 North Quincy Street
Arlington, VA 22217

Physiology Program
Office of Naval Research
Code 441NP

800 North Quincy Street
Arlington, VA 22217

Dr. Edward H. Huff

Man-Vehicle Systems Research Division
NASA Ames Research Center

Moffett Field, CA 94035
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Dr. Andrew Rechnitzer

Cffice of the Chief of MNaval
Operations, OP952F X

Naval Oceanography Division

Washington, D.C. 20350

L

Manpower, Personnel & Training
Programs

Code 270

Office of Naval Research

800 North Quincy Street

Arlington, VA 22217

Mathematics Group

Code 411-MA

Office of Naval Research
800 North Quincy Street
Arlington, VA 22217

Statistics and Probability Group
Code 411-S&P

Office of Naval Research

800 North Quincy Street
Arlington, VA 22217

Information Sciences Division
Code 433

Office of Naval Research

800 North Quincy Street
Arlington, VA 22217

CDR Kent S. Hull

Helicopter/VTOL Human Factors Office
NASA-Ames Research Center MS 239-21
Moffett Field, CA 94035

Dr. Carl E. Englund

Naval Health Research Center
Environmental Physfiology
P.0. Box 85122

San Diego, CA 92138
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Department of the Navy

Special Assistant for Marine
Corps Matters

Code 1OOM

Office of Naval Research

800 North Quincy Street

Arlington, VA 22217

Mr. R. l.awson

CNR Detachment

1030 Fast Green Street
Pasadena, CA 91106

CDR James Offutt

Office of the Secretary of Defense
Strategic Defense Initiative Organization
Washington, D.C. 20301-7100

Director

Naval Research Laboratory
Technical Information Division
Code 2627
Washington, D.C. 20375

Dr. Michael Melich
Communications Sciences Division
Code 7500

NaVAL Research Laboratory
Washingtqn, D.C. 23075

Dr. Robert G, Smith

Office of the Chief of Naval
Operations, OP987H

Personnel Logistics Plans

Washington, D, C. 20350

Combat Control Systems Department
Code 35

Naval Underwater Systems Center
Newport, RI 02840

Human Factors Department

Code N-71
Naval Training Equipment Center
Orlando, FL 32813

Dr. Alfred F. Smode

Training Analysis and Evalustion
Group

Naval Training & Equipment Center

Orlando, FL 32813

Human Factors Engineering
Code 8231

Naval Ocean Systems Center
San Diego, CA 92152

Dr. Gary Poock

Operations Research Department
Naval Postgraduate School
Monterey, CA 93940

M
.

Dr. J. S. Lawson
Naval Electronic Systems Command
NELEX-06T

Washington, D, C.
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20360 Dean of Research Administration
Naval Postgraduate School

Dr. Neil McAlister Monterey, CA 93940
Office of Chief of Naval Operations
Command and Control

OP-094H

. Washington, D. C.
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Mr. H. Talkington

Engineering & Computer Science
Code 09

Naval Ocean Systems Center

San Diego, CA 92152

20350

Naval Training Equipment Center
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Mr. Taul Heckman
Naval Ccean Systems Center
San Diego, CA 92152

Dr. Russ Pepper

Naval Ocean Systeme Center
Hawaii Laboratory

P. 0. Box 997

Kailva, HI 96734

Dr. A. L. Slafkosky

Scientific Advisor

Commandant of the Marine Corps
Code RD-1

Washington, D, C. 20380

Dr. L. Chnura

Naval Research Laboratory
Code 7592

Computer Sciences & Systems
Washington, D. C. 20375

Office of the Chief of Naval
Operations (OP-115)
Washington, D.C. 20350

Professor Douglas E. Hunter |
Defense Intelligence College
Washington, D.C. 20374

CDR C. Hutchins

Code 55

Naval Postgraduate School
Monterey, CA 93940

Human Factors Technology Administrator
Office of Naval Technology

Code MAT 0722

800 N. Quincy Street

Arlington, VA 22217

CDR Tom Jones

Naval Air Systems Command
Human Factors Programs
NAVAIR 330J

Washington, D. C. 20361
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Cceminander

Naval Air Systems Command
Crew Station Design
NAVAIR 5313

Washington, D. C, 2036!

ir. Philip Andrews

Kaval Sea Systems Comm:
NAVSEA 61R

Washington, D. C. 20362

Commander

Naval Electronics Systems Command
Human Factors Engineering Branch
Code 81323

Vashington, D. C. 20360

Mr. Herb Marks

Naval Surface Weapons Center
NSWC/DL

Code N-32

Dahlgren, VA 22448

Mr. Milon Essoglou

Naval Facilities Engineering Command
R&D Plans and Programs

Code 03T

Hof fman Building II

Alexandria, VA 22332

CAPT Robert Biersner

Naval Biodynamics Laboratory
Michoud Station

Box 29407

New Orleans, LA 70189

Dr. Arthur Bachrach

Behavioral Sciences Department
Naval Medical Research Institute
Bethesda, MD 20014

Dr. George Moeller

Human Factors Engineering Branch
Submarine Medical Research Lab
Naval Submarine Base

Groton, CT 06340
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CDR J. Funaro

Human Factors Engineering Division
Naval Air Development Center
Warminster, PA 18974

Mr. Stephen Merriman

Human Factors Engineering Division
Naval Air Development Center
Warminster, PA 18974

Mr. Jeffrey Grossman
Human Factors Branch
Code 3152

Naval Weapons Center
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Department of the Navy

Dean of the Academic Departments
U. S. Naval Acadcemy
Annapolis, MD 21402

Dr. W. Moroney

Naval Air Development Center
Code 602
Warminster, PA 18974

Buman Factor Engineering Eranch
Naval Ship Research and Development
Center, Annapolis Division
Annapolis, MD 21402

Dr. Harry Crisp

Code N 51

Combat Systems Department
Naval Surface Weapons Center
Dahlgren, VA 22448

Mr. John Quirk

Naval Coastal Systems Laboratory
Code 712

Panama City, FL 32401

Department of the Army

Dr. Edgar M. Johnson
Technical Director

U. S. Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Technical Director
U. S. Army Human Engineering Labs
Aberdeen Proving Ground, MD 21005

Director, Organizations and
Systems Research Laboratory
U. S. Army Research Institute
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Department of the Air Force

Dr. Kenneth R, Boff
AF AMRL/HE
Wright-Pattcrson AFB, OH 45433

U.S. Adr Force Office of
Scientific Research

l.ife Science Directorate, NL

Bolling Air Force Base

Vashington, D.C. 20332

AFHRL/LRS TDC
Attn: Susan Ewing
Wright-Patterson AFB, OH 45433

Chief, Systems Engineering Branch
Buman Engineering Division

USAF ANMRL/HES

Wright-Patterson AFB, OH 45433

Dr. Farl Alluisi

Chief Scientist

AFHRL/CCN

Brooks Air Force Base, TX 78235

Dr. R. K. Dismukes

Associate Director for Life Sciences

AFOSR
Bolling AFB
Washington, D.C. 20332

Foreign Addresses

Dr. Kenneth Gardner

Applied Psychology Unit
Admiralty Marine Tech. Estab.
Teddington, Middlesex TW1l OLN
England

Buman Factors
P.0. Box 1085
Station B
Rexdale, Ontario
Canada M9V 2B3
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Foreign Addresses

Dr. A. D. Baddeley

Director, Applied Psychology Unit
Medical Research Council

15 Chaucer Road

Cambridge, CR2 2KF Fngland
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Defense Technical Information Center

Cameron Station, Bldg. 5
Alexandria, VA 22314 (12 copies)

Dr., Clinton Kelly

Defense Advanced Research Projects
Agency

1400 Wilson Blvd.

Arlington, VA 22209

Dr, M. C. Montemerlo
Human Factors & Simulation
Technology, RTE-6

NASA HQS

Washington, D.C. 20546

Other Organizations

Ms. Denise Benel
Essex Corporation

333 N. Fairfax Street
Alexandria, VA 22314

Dr. Andrew P. Sage

First American Prof. of Info. Tech.

Assoc. V.P. for Academic Affairs
Ceorge Mason University

4400 University Drive

Fairfax, VA 22030
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Dr. Robert R. Mackie

Human Factors Research Division
Canyon Rescarch Croup

5775 Dawson Avenue

Goleta, CA 93017

Dr. Amos Tversky

Dept. of Psychology
Stanford University
Stanford, CA 94305

Dr. H. Mcl. Parsons
Essex Corporatijon

333 N. Fairfax St.
Alexandria, VA 22314

Dr. Jesse Orlansky

Institute for Defense Analyses
1801 N. Beauregard Street
Alexandria, VA 22043

Dr. J. 0. Chinnis, Jr.

Decision Science Consortium, Inc.
7700 Leesburg Pike

Suite 421

Falls Church, VA 22043

Dr. T. B. Sheridan

Dept. of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139

Dr. Paul E. Lehner

PAR Technology Corp.

7926 Jones Branch Dr., Suite 170
McLean, VA 22102

Dr. Paul Slovic
Decision Research
1201 Oak Street
Eugene, OR 97401
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Dr. Harry Snyder

Dept. of Tndustrial Engincering

Virginia Polytechnic Tostitute
and State University

Blacksburg, VA 24061

Dr. Stanley Deutsch

NAS-National Research Council (COHF)
2101 Constitution Avenue, N.W,
Washington, D.C., 20418

Dr. Amos Freedy
Perceptronics, Inc.

6271 Variel Avenue
Woodland Hills, CA 91364

Dr. Robert Fox

Dept. of Psychology
Vanderbilt University
Nashville, TN 37240

Dr. Meredith P. Crawford

American Psychological Association
Office of Educational Affairs

1200 17th Street, N.W,

Washington, D.C. 20036

Dr. Deborah Boehm-Davis
Dept. of Psychology
George Mason University
4400 University Drive
Fairfax, VA 22030

Dr. Howard E. Clark

NAS-NRC

Commission on Engrg. & Tech. Systems
2101 Constitution Ave., N.W,
Washington, D.C. 20418
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Other Organizations

Dr. Charles Cettys
Department of Psychology
Unfversity of Oklahoma
455 West Lindsey

Norman, OK 73069

DPr. Kenneth Hammond

Institute of Behavioral Science
University of Colorado

Boulder, CO 80309

Dr. James H. Howard, Jr.
Department of Fsychology
Catholic University

Washington, D. C. 20064

Dr. William Howell
Department of Psychology
Rice University

Houston, TX 77001

Dr. Christopher Wickens
Department of Psychology
University of Illinois
Urbana, IL 61801

Mr. Edward M. Connelly

Performance Measurement
Associates, Inc.

1909 Hull Road

Vienna, VA 22180

Professor Michael Athans

Room 35-406

Massachusetts Institute of
Technology

Cambridge, MA 02139

Dr. Edward R. Jones

Chief, Human Factors Fngineering
McDonnell-Douglas Astronautics Co.
St. Louis Division

Box 516

St. Louis, MO 63166
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Dr. Babur M. Pulat

Department of Industrial Engincering
North Carolina A&T State lUniversity
Greensboro, NC 27411

Dr. lLola lopes

Information Sciences Division
Department of Psychology
University of Wisconsin
Madison, WI 53706

National Security Agency
ATTN: N-32, Marie Goldberg
9800 Savage Road

Ft. Meade, MD 20722

Dr. Stanley N. Roscoe

New Mexico State University
Box 5095

Las Cruces, NM 88003

Mr. Joseph G. Wohl
Alphatech, Inc.

3 New England Executive Park
Burlington, MA 01803

Dr. Marvin Cohen

Decision Science Consortium, Inc.
Suite 721

7700 Leesburg Pike

Falls Church, VA 22043

Dr. Robert Wherry
Analytics, Inc.

2500 Maryland Road
Willow Grove, PA 19090

Dr. William R. Uttal
Institute for Social Research
University of Michigan

Ann Arbor, MI 48109

Dr. William B. Rouse

School of Industrial and Systems
Engineering

Georgia Institute of Technology
Atlanta, GA 30332
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Dr. Richard Pew
Bolt Beranek & Newman, Inc.
‘;j 50 Moulton Street
(S} Cambridge, MA 02238

Dr. Hillel Finhorn
Graduate School of Business
University of Chicago

1101 E. 58th Street
Chicago, IL 60637
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Dr. Douglas Towne

! University of Southern California
3 Behavioral Technology Lab
\ 1845 South Elena Avenue, Fourth Floor
~ Redondo Beach, CA 90277
~:,
we,

Dr. David J. Getty

v Bolt Beranek & Newman, Inc.
) ;‘_47 50 Moulton street
e Cambridge, MA 02238
~ Dr. John Payne
Y Graduate School of Business
| Administration
- Duke University
h - Durham, NC 27706 ,
4
. Dr. Baruch Fischhoff
i Decision Research
1201 Oak Street
. Eugene, OR 97401
-‘.
, - Dr. Alan Morse
Intelligent Software Systems Inc.
4 160 01d Farm Road

Amherst, MA 01002

b Dr. J. Miller

T Florida Institute of Oceanography
University of South Florida

St. Petersburg, FL 33701

y T

] W
RAN

.

) .

4 .,
Lo

b X

’, A G T A T P Ly C O (T L, SRLEK
‘A.’;“_ t:fk‘_;_’!_.' ,._‘I‘.’l‘ Oy \ ,"\‘ ."k "} i ", [d

Pt )l Ba LAY My i 2 8

VR L RN N g

2 23 AY




Dric

S
N
W - rr." w,

A . O -
R LN “i‘ Rl c"‘}d\ L) ",. AN N

" ‘-"‘! '?' AOAY ‘l‘}‘* ":p"‘ SN | o ;"’.\’,’ ‘-11'-.‘.'-1' A% (Sl & .K\?!' u"‘f‘-"-‘.i‘-'-";‘\‘ WAL Wy Yty “'-‘.'-‘. :I
..~ -.t (Y W R Py "/ fl"“‘ ot ( ﬂ'.""n"‘s .‘.. \‘\'\‘\ N - :.m.ﬁkm A\




